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Why | study Maxwell's daemon

1. Maxwell's daemon uses information to extract work from a heat bath. The
tension between the subjectiveness of information and the objectiveness of
energy has a paradoxical feel. Paradoxes are a good place to start research.

2. Understanding the fundamental limits to heat engines is of immense impor-
tance for the wider world.

The power densities of typical integrated circuits are approach-
ing those of a light bulb filament (~ 100- ;). Removal of the heat

generated by an integrated circuit has become perhaps the crucial
constraint on the performance of modern electronics®.

3. Quantum information can bring a rather clear and sophisticated understanding
of entropy to the table here, and entropy is crucial in thermodynamics.

4. Landauers and Bennett's early arguments we will soon recap are indeed used
to guide nano-electronics™.

“*MIT Open course on nano-electronics.



Overview

|deal gas Szilard engine Maxwell’'s daemon
2-level quantum Szilard engine.

Demise of von Neumann entropy
Single-shot information theory

Single-shot thermodynamics

Thermodynamic meaning of negative entropy



The daemon in th@0" century



ldeal gas Szilard engine

There is a single particle in a box, and heat bath at temperature 7.
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The daemon (also called agent) inserts a divider in the middle of the box,
measures the position of the divider and hooks up the weight accordingly.

It can extract work isothermally:
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W = / pdV = / k—dV — kT1n?2,

where we used the ideal gas equation pV = NEKT'.

Here we used up one bit to gain £7'In 2 of work from heat bath. The inverse
process is Landauer’s principle: it costs at least kI'In2 of work to erase
(reset) one bit (just change integration limits around).



Role of entropy in Szilard's engine

More general than ideal gas equation:
W=AU-T5).

U is average internal energy of the working medium (e.g. particle), S is the
standard entropy, and T’ the temperature of the heat bath.

In the case of the Szilard engine U = K.E. = %kT (by equipartition theorem),
so AU = 0. Thus
W =TAS =TkIn?2.

If one puts a quantum particle in the box the energies actually change both
when the divider is inserted /extracted as well as when it is moved, so some
care has to be taken here.

It is often convenient to do calculations in terms of the partition function
Z = ) .exp(—E;3) where {E;}:m% are the energy values. (8 = 1/kT).
One can show P

W =AU-TS) = len%_



Daemon violates second law?

Kelvin's version of second law.

No process is possible in which the sole result is the absorption of
heat from a reservoir and its complete conversion into work.

e After the Szilard engine work extraction the working medium is restored to its

original state, seemingly violating Kelvin's law, unless there is a hidden work
cost not accounted for.

e Bennett points out that the daemon may correlate its memory with the par-
ticle by a reversible interaction (CNOT gate) in principle at no energy cost.
Measurement does not need to cost work.

e But, Bennett argues, the entropy of the memory is increased by 1 bit and by
Landauer’s principle it costs at least k£71'In2 work to reset it. Bennett thus
located the hidden work cost which saves Kelvin's law.



A neat two-levelguantumLandauer

/2 1/2 —> [Alickiet. al.]

W =AU =0—TAS = TkIn2,

How? Raise the second level to infinity quasistatically and isothermally, so
that the system is constantly in its thermal state

pr=) exp(;BEi) ;) el

If level is occupied when raised by 0 Fs, it costs 0 Ey energy.

exp(—BLE>)
Z

(dW) =p(E1)0 + p(E2)dE> = p(Ea)dEs = dEs.

=W =[" eXp(_ZBEQ)dEg = kT In 2, (integration requires some few lines).



Many-cylinder Szilard engines and quantifying informatic

e Bennett also considers N Szilard engines operated together. The agent/daemon'’s
knowledge is represented by a probability distribution over {L, R}¥.

e Bennett showed knowledge of correlations can indeed be exploited to extract
work.

e Say N=2 and [p(LL), p(LR), p(RL), p(RR)]=[1/2, 0, 0, 1/2]. Now p(L)=1/2
on each engine. But if the agent does a CNOT it gets [1/2, 0, 1/2, 0].

e Now it can extract work from the second bit, which is definitely L. The ran-
domness has been compressed onto S bits, and one may think more generally
that W = (N — S)kT In 2.
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within Bennett’s framework. Suﬁpose we have a tape with N bits. We define the

information, I, in the tape by the formula: [Feynman

lectures on
Fuel value of tape = (N-D.kT log 2. @42 computation]




Mysteries for pub conversations




